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Abstract—Microservices architecture is vulnerable to performance issues due to its highly fine-grained decomposition of an application. To diagnose performance issues in microservices, existing works utilize system metrics as the specific indicator and do a lot of heavy computation such as building service dependency graphs during the diagnosing process.

To improve the effectiveness and efficiency of issue diagnosing, we propose PDiagnose, a practical approach using multiple data sources including metrics, logs and traces jointly to diagnose performance issues in microservices systems. Through combining lightweight unsupervised anomaly detection algorithms and vote-based issue localization strategy, PDiagnose is application-agnostic and can localize root cause indicators accurately. Our evaluation on two public-available datasets shows that PDiagnose can achieve an overall recall of 84.8%, outperforming the best baseline approach. Meanwhile, the diagnosis duration of PDiagnose is also promising.

Index Terms—anomaly detection, fault localization, KPI, microservice

I. INTRODUCTION

Microservices architecture is a promising and popular paradigm of today’s systems ([1]–[3]). With microservices architecture, a complicated application can be decomposed into fine-grained, lightweight, elastic and independently-maintainable microservices. Each light-weight microservice is responsible for one simple functionality, thus is easy to scale out. Therefore, system performance, scalability and flexibility are highly improved.

Meanwhile, the fine-grained decomposition of microservices makes the system vulnerable to performance issues. Today’s microservice systems consist of tens of thousands of microservices. For example, Alibaba’s cluster has been hosting more than 10,000 microservices since 2019 [4]. Each microservice can suffer from performance issues due to many unpredictable problems such as network failure, host issues, etc. In addition, the control flow and data flow to handle a single request can cross hundreds of microservices, the performance issue of every microservice will affect the whole request. Therefore, to ensure system performance and reliability, it is necessary to monitor and efficiently diagnose the performance issues of each microservice.

However, diagnosing the performance issues of microservice systems is not easy. First, thousands of microservices produce huge amount of monitoring data including KPIs (i.e. key performance indicators or metrics), system logs and request traces. Analyzing these data and finding abnormal behaviors from these data is time-consuming. Second, the heterogeneity of different microservices leads to different symptoms, which makes it hard to find generic anomaly patterns. Different technology stacks can be an advantage for microservices architecture, while those differences can also bring great challenges to the issue diagnosis problem. Third, complicated and varying dependencies among microservices are disastrous when a critical issue occurs. Typical large-scale microservices systems can update hundreds to thousands times a day and the microservice dependency relationships are highly dynamic. Therefore, diagnosing performance issues of microservices can be really cumbersome work. Fig. 1 shows an example of a request flow in a microservice system. A simple front-end request may cause an issue in a low-tier microservice, and further affect numerous upper microservices.

Fig. 1. A simple request depends on numbers of microservices. The affected microservices’ failure may cross propagate among the system, making it more difficult to diagnose microservices systems.

Researchers have conducted many studies to improve the effectiveness and efficiency of issue diagnosing. Some recent works ([5]–[10]) used anomalous KPIs to construct a KPI dependency graph, which can represent the correlation between different KPIs and expose root cause indicators. Some other studies ([11], [12]) have taken inter-microservice topology into consideration and build dependency graphs with priori knowledge. Although these methods have achieved good
Building dependency graph is time-consuming. Most of the existing dependency graph-based methods use the PC algorithm to construct dependency graph on KPIs. Unfortunately, the PC algorithm has exponential worst-case complexity. Thus, it is infeasible to apply dependency graph-based methods to large-scale microservice systems.

Detecting anomalies and localizing root causes independently bring cascade error. Existing root cause localization methods rely on anomaly detection results to build dependency graphs and infer root causes. If anomaly detection approaches fail to discover and report issues, the performance of root cause localization will be significantly affected.

Using single source indicator degrades the diagnosis performance. Modern large-scale systems collect tons of heterogeneous indicators every day, including KPIs, logs and traces. Nevertheless, existing studies focus on using single-source indicators to diagnose issues. For example, MicroRCA [11] and CloudRanger [7] only take KPIs into account. Missing crucial information from other indicators can potentially degrade the performance of issue diagnosis.

To address these limitations, this paper proposes PDiagnose (shortly for Performance Diagnose), an application-agnostic approach utilizing KPIs, system logs and traces to diagnose microservices performance issues in real-time. We apply lightweight non-supervised anomaly detection algorithm on microservices KPIs. For logs and traces, we use general-purpose methods to capture suspicious microservices and corresponding logs. These data are collected and sent to an issue identification and localization module where false alarms are dropped and true root causes are localized. To identify if an issue is a real fault, we propose a novel identification approach considering the distribution of KPI anomalies. And finally, suspicious microservices and log entries obtained from traces and logs are utilized to localize the root cause microservices, KPIs and log entries.

To summarize, our contributions are as follows:

- We propose an effective microservices performance issue diagnosis approach, PDiagnose. While monitoring real-time KPIs, logs and traces, PDiagnose is able to localize the root causes to the extent (e.g. microservice ID, KPI names and raw log entries) that SREs (i.e. site reliability engineers) can easily explain and recovery operations can be instantly done.
- Our experiments on two public-available real datasets show that PDiagnose outperforms the baselines and the diagnosis efficiency is also promising.

The rest paper is organized as follows: Section II presents related work while section III elaborates the preliminaries of the problem and our approach. Section IV details our approach. Section V describes the experiments and results. We discuss our approach’s limitation in Section VI and conclude the paper in Section VII.

II. RELATED WORK

In the literature, KPI-based issue diagnosis has been well studied. Most of existing approaches ([5]–[12]) attempted to localize the root cause KPIs via construction the dependency graph automatically.

These graph-based approaches can be summarized in two main steps, graph construction and root cause localization on the graph. Among these approaches, MonitorRank [5], CauseInfer [6], CloudRanger [7] and Microscope [8] used PC algorithm [13] on anomalous KPIs to infer the dependency graphs, MicroRCA [11] utilizes microservice topology to build the graph, while FluxInfer [9] designed Weighted Undirected Dependency Graph (WUDG) algorithm to get the dependency graph. For the root localization step, different algorithms are applied to find the root cause on the graph. CauseInfer used depth first search (DFS) algorithm. MonitorRank and CloudRanger applied random walk algorithm. FluxInfer and MicroRCA proposed different improved versions of PageRank algorithm [14]. Although these approaches achieved good performance, the overhead of building the dependency graph cannot be ignored. Also, these approaches take off-the-shelf anomaly detection results as inputs and the detection error may propagate through different steps.

Researchers also proposed some other diagnosis approaches. Supposing root cause KPIs change earlier, PAL [15] ranked KPIs with their anomalous change start time to localize the root causes. Seer [16] used a deep learning model to identify anomalous microservice, then predict QoS violations and schedules microservices accordingly.

Extracting information from logs and traces to diagnose issues has also been a hot topic [17]. Graph-based models (e.g. LogSed [18]) first extract log templates from raw logs, then generate graphs and compare them with online logs to find issues. Some other work [19] quantified the frequency of different log templates and leveraged machine learning models to find anomalous logs. TraceAnomaly [20] learned normal trace patterns by offline training, and used online traces’ anomaly score to identify if an issue happens. Our approach aims to effectively combine the abundant information from all of these heterogeneous data sources for better performance.

III. PRELIMINARIES

As a basis of further discussion, it is necessary to clarify the specific meanings of KPIs, traces and logs before we describe our approach. KPIs, also known as metrics, are performance-related time series taken in successive order with equal space. Some typical examples of KPI include system CPU util, memory util, network throughput, etc. In contrary, traces are collected when a request is received and cross-microservice calls are required. A simple trace message quadruple <Req, Caller, Callee, Duration> consists of request ID, caller microservice ID, callee microservice ID, and the time span of the function call. By combining
trace messages from the same request, an invocation chain can be obtained to better understand the behavior of the microservices systems. Logs show events recorded by applications and operating systems. As an important source of issue diagnosis, logs are usually human-friendly and informative. A log entry often contains event timestamp, event level (e.g. INFO, WARNING or ERROR) and event content. Despite their representation, KPIs, traces and logs all play important roles in issue diagnosis. We summarize the notations of these indicators used in our study in Table I.

### IV. APPROACH

Fig. 2 gives an overview of our approach. From microservices systems, PDiagnose collects real-time data, including KPIs, system logs and traces. These indicators are processed in different components. Leveraging a lightweight anomaly detection algorithm with unsupervised learning on KPI time series, PDiagnose constructs an anomaly KPI queue containing anomalous KPI points. Meanwhile, traces and logs are analyzed to screen out irrelevant microservices. Continually, the most suspicious microservices and logs are updated. To identify a true occurred issue, the status of the anomaly KPI queue is carefully monitored. Once the pattern of anomaly KPI queue meets specific conditions, a true issue is believed to have occurred and the root cause diagnosis process is triggered. The root cause microservices is localized with features extracted from the anomaly KPI queue and the suspicious microservices sent by the trace analysis component. Finally, suspicious logs along with the anomaly KPI queue are utilized to localize the root cause indicators.

In the next subsections, we introduce the main components of PDiagnose: KPI anomaly detection, log/trace analysis and issue identification/localization in detail.

#### A. KPI Anomaly Detection

To obtain the anomaly KPI queue, we need to know that at each moment, whether a particular KPI becomes anomalous or keeps normal. To formulate the problem, we denote the KPI as a time series by \( \{x_t\} \), where subscript \( t \) stands for the KPI collection time. Picking time window size \( T \), our goal is to quantify the abnormality of latest data point \( x_T \) based on historical data series \( \{x_{t-T}, x_{t-T+1}, \ldots x_{t-1}\} \).

#### TABLE I

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_t )</td>
<td>Different KPI time series</td>
</tr>
<tr>
<td>( a, \hat{a} )</td>
<td>Value of KPI ( x ) at time ( t ) and actual value ( a ) and predicted value ( \hat{a} )</td>
</tr>
<tr>
<td>( \langle \text{Req, Caller, Callee, Duration} \rangle )</td>
<td>A trace message including request ID, caller microservice, callee microservice and execution time</td>
</tr>
<tr>
<td>( T_1, T_{\text{Susp}} )</td>
<td>A log entry from microservice ( i ) at time ( t ) and suspicious log entry</td>
</tr>
<tr>
<td>( Q = {q_1, q_2, \ldots } )</td>
<td>Suspicious microservice obtained from trace analysis</td>
</tr>
<tr>
<td>( q = (t, s, i, x, A) )</td>
<td>Anomaly KPI quadruple ( q ), meaning KPI ( x ) of microservice ( i ) is anomalous at time ( t ) with anomaly score ( A )</td>
</tr>
</tbody>
</table>

#### Issue Identification and Localization

Time series anomaly detection is a classical research field. Many effective methods have been proposed in this area and have achieved promising results ([21], [22]). However, in our case, the anomaly detection algorithm has to be efficient enough to handle thousands of KPIs at the same time and meanwhile be of great versatility in order to be adapted to different kinds of microservices systems.

We design an integrated anomaly detection algorithm to construct the anomaly KPI queue for further use. To capture anomalous fluctuations, Kernel Density Estimation (KDE) [23] and Weighted Moving Average (WMA) [24] are adopted as basic methods. As a non-parametric test approach, Kernel Density Estimation is able to estimate a random variable’s probability density function \( f_X(x) \) based on observed examples unsupervisedly. \( G \) refers to a kernel function, and in our case the Gaussian 1-D kernel is used in convenience. With \( T \) historical samples, a probability distribution is estimated:

\[
f_X(x) = \frac{1}{T - 1} \sum_{i=1}^{T-1} G(x; x_i)
\]  

(1)

Hence, the recent abnormality of a particular KPI \( \{x_t\} \) can be measured with \( p_{-value} \) from hypothesis test. We also use k-sigma rule to remove normal data points. Weighted Moving Average is another simple yet effective time series
forecasting approach. It utilizes weighted average of sliding window values to predict expected value $\hat{x}_t$. We took the difference between the real value $x_t$ and expected value $\hat{x}_t$ as a quantitative indicator of a KPI's abnormality.

These methods work well for numeric KPIs. However, for some stable percentage indicators, a small change might suggest an issue. For example, Fig. 3 shows that a server’s CPU util could possibly fluctuate between 30% to 70% due to daily peaks, while a slight change of CPU_io_wait from 0.1% to 10% could indicate a severe IO issue. Therefore, we apply mutation detection on percentage indicators. Specifically, we consider KPIs’ first-order difference as a derived series, compare its relative range with the original time series, and the relative range’s deviation $\Delta_R$ is regarded as an abnormality indicator of a series of percentages.

The overall anomaly score $A$ of a KPI is an ensemble of the indicators evaluated above. It is defined as:

$$A = w_1 p_{value} + w_2 |x_t - \hat{x}_t|^t + w_3 \Delta_R$$

We assign different weights to $p_{value}$, $|x_t - \hat{x}_t|^t$, and the relative range’s deviation, then normalize them to obtain the overall anomaly score, ranged from 0 to 1.

To calculate the abnormality indicators and the overall anomaly score, it is crucial to maintain the sliding window of size $T$. To ensure the historical values are irrelevant to anomalies, after an anomalous data point is found, the sliding window would just ignore this point until the next normal point is detected. When it occurs that $K$ or more consecutive points from the same microservice and KPI are found to be anomalous, we consider there has been a concept drift [25] (e.g. a system update). Under this circumstance, we discard the current sliding window and take the latest $T$ points as a new sliding window, shown in Fig. 4. Note that $T$ and $K$ are parameters and can be configured by SREs.

Finally, all the KPI data points with an anomaly score higher than a certain threshold will be collected to build the anomaly KPI queue $Q$. The weights and the anomaly score threshold can either be manually set or be learned from historical data with machine learning approaches like XGBoost [26].

A typical anomaly quadruple $q = (t, s_i, x, A)$ in $Q$ consists of anomaly timestamp $t$, microservice ID $s_i$, anomaly KPI name $x$ and anomaly score $A$. The anomaly KPI queue will be useful to identify issues and localize root causes.

### B. Log and Trace Analysis

Each microservice outputs a sequence of log entries. Each log entry is formulated as $L_{i,t}$, where $i$ denotes a certain microservice, $t$ denotes the print time of the log entry. When the microservice suffers from performance issues, some anomaly messages may be printed out in the log entries. Therefore, we match a few keywords that are such as “error”, “problem”, etc., in the log entries. As long as a log entry $L_{i,t}$ contains a keyword, we report $s_i$ as suspicious microservice and $L_{i,t}$ as suspicious log entry to issue identification and localization component.

System tracing aims to monitor the trace of a request flow. Each trace message indicates a called microservice in the request flow. It can be formulated as $\langle \text{Req}, \text{Caller}, \text{Callee}, \text{Duration} \rangle$, where $\text{Req}$ is the request ID, $\text{Caller}$ is the parent microservice that called the current microservice, $\text{Callee}$ is the current microservice, and $\text{Duration}$ is the execution time to finish the functionality of the current microservice. When a microservice suffers from performance issues, the execution duration on the microservice will be longer, thus the duration region of the corresponding trace message will show abnormal behavior. We leverage this feature, and report the suspicious microservice as long as the duration region of the corresponding trace messages continues to be much longer than before.

### C. Issue Identification and Localization

We have got anomaly KPI queue from the KPI anomaly detection component, and suspicious microservices with logs from the trace/log analysis component. Based on these findings, we simplify the diagnosis process into three steps: issue identification, anomaly microservice localization and root cause indicators localization (as shown in Fig 2).

1) **Issue Identification**: We need to first identify if there is a performance issue, and then localize the root cause (if an issue really occurred). Motivated by real-world issue handling
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We evaluate PDiagnose on two open source microservice systems. Common threshold ranges of features and parameters (including trace features and KPIs) are shown in Table II.

Anomalies received per minute indicates the density of anomaly KPI queue. Empirically, more intensive anomalies are more likely to indicate a failure [27]. Therefore, we pick the density of anomalies as a feature.

Distribution of anomalies among microservices is highly correlated to the probability of failure occurring in different microservices. HotSpot [28] provided an algorithm to localize anomalies with multi-dimensional attributes with Monte Carlo Tree Search. In our scenario, the dimensionality of KPI is not that high, which makes it ineffective and too complicated to apply methods like HotSpot. So we simply calculate the standard deviation among the anomaly numbers of different microservices, and use it as a feature to describe the spatial distribution of anomalies. The denser the distribution, the more likely an issue is caused (by a single microservice or multiple ones).

Anomaly time span

Based on observation of real-world data, we find that most severe issues won’t be automatically mitigated, that is, most anomalies will last until proper manual action has been taken. Intuitively, a longer consecutive anomaly queue suggests a higher possibility of an issue [29]. Therefore, we take the longest anomaly time span in the queue as a feature to represent the temporal distribution of anomalies.

In addition to the three features above, the suspicious microservices obtained from trace analysis is also an important feature, as it represents the most anomalous microservices from the perspective of the function call chain.

We design parameterized threshold-based rules to identify real issues. The thresholds of features may vary to adapt different microservice systems. Common threshold ranges of different features and parameters (including trace features and anomaly queue features) are shown in Table II.

<table>
<thead>
<tr>
<th>Feature/Parameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anomaly KPI Queue Density</td>
<td>2 to 30 (counts per minute)</td>
</tr>
<tr>
<td>Anomaly Time Span</td>
<td>120 to 600 (seconds)</td>
</tr>
<tr>
<td>Standard Deviation of Anomaly Counts</td>
<td>2 to 15 (counts)</td>
</tr>
<tr>
<td>Duration of Function Call</td>
<td>500 to 1000 (milliseconds)</td>
</tr>
<tr>
<td>Length of Sliding Window (T)</td>
<td>10 to 60 (points)</td>
</tr>
<tr>
<td>Length of Anomaly KPI Queue (K)</td>
<td>2 to 20 (anomalies)</td>
</tr>
</tbody>
</table>

An issue is recognized to have occurred only if all the rules are satisfied (i.e. all the thresholds are reached). For example, at a certain moment, there is 10 anomalies in the queue, the anomaly time span is 3 minutes, and the standard deviation of anomaly counts is 5.65. Supposing the density threshold is set to 8, time span threshold is 120 seconds and the standard deviation threshold is set to 7, then the current situation is not considered anomalous unless the standard deviation grows larger.

2) Anomaly Microservice Localization: After identifying an issue, we need to localize its root cause microservice and root cause indicators. Given anomaly KPI queue Q and suspicious microservice s obtained from trace analysis component, a voting mechanism is designed to localize root cause microservices first. Every anomaly in the queue Q votes for its corresponding microservice, and the suspicious microservice SuspS gets α votes by default, where α is a parameter balancing the results from KPIs, traces and logs. The votes of each microservice Votes(s_i) can be calculated as (3), where I is the indicator function.

\[ \text{Votes}(s_i) = \alpha I(\text{SuspS} = s_i) + \sum_{j=1}^{\text{len}(Q)} I(q_j.s = s_i) \]  (3)

The microservice with most votes is regarded as the root cause microservice.

3) Root Cause Indicators Localization: To find root cause indicators, anomaly KPI queue is used to classify the issue into a certain subsystem (e.g. CPU subsystem, IO subsystem). The subsystem with the largest proportion of anomalous KPIs is considered to be responsible for the current issue.

After getting the anomalous subsystem, all KPIs from this subsystem will be double-checked by the KPI anomaly detection component with a lower anomaly score threshold. The double-check is to prevent missing some KPIs with relatively small change. The anomalous KPI result set can be denoted as \{SuspKPI\}.

Finally, if log analysis reported suspicious log entries (i.e. {SuspL}) from the root cause microservice, they will also be added to root cause indicators (denoted as RCI), which serve as a final output of PDiagnose.

\[ \text{RCI} = \{\text{SuspKPI}\} \cup \{\text{SuspL}\} \]  (4)

V. EVALUATION

In this section, we aim to answer following research questions:

RQ1: How effective is PDiagnose for issue diagnosis?
RQ2: How efficient is PDiagnose?

A. Experimental Setup

1) Datasets: We evaluate PDiagnose on two open source datasets from International AIOps Challenge [30], which is a competition focusing on diagnosis of microservices systems. Here we use the 2020 and 2021 versions of the competition’s open source datasets, which were collected from a large wireless provider and two commercial banks, respectively. The 2021 version of the dataset contains KPIs, traces and logs, while the 2020 version only contains KPIs and traces. KPIs are collected minutely, and each issue lasts for five minutes. The types of issues cover CPU, IO, Memory, Network and DB. The details of these datasets are shown in Table III. We believe these two datasets can serve as good examples of different real-world scenarios.
2) **Experiment Environment:** All the experiments have been done on a server with eight 3.4GHz Xeon CPU cores and 16 GB memory. The algorithms are implemented in Python with popular libraries including scikit-learn [31], pandas [32], scipy [33] and xgboost [26]. To simulate a real-time diagnosis system, all the algorithms consume data from a Kafka [34] server continuously and submit diagnosis results as long as an issue is detected.

3) **Parameters:** The parameters are shown in Table IV.

4) **Measurement:** We take recall scores Recall to evaluate the performance of PDiagnose. Motivated by the fact that an undiscovered issue is often more crucial than a false positive, Recall is chosen as it can better assess the comprehensiveness of a diagnosis approach than the top-k accuracy AC@K used by MicroCause and FluxInfer. Recall can be calculated as (5). I stands for the universal set of issues, Result$_i$ represents the diagnosis result (a set of indicators) of issue i, and RC$_i$ is the actual root cause indicator set of issue i.

$$\text{Recall} = \frac{|\{i | \text{Result}_i \supseteq \text{RC}_i\}|}{|I|} \quad (5)$$

5) **Baselines:** We pick following baseline algorithms:

- **Random Selection** Random selection is a naive issue diagnosis method often taken by SRE teams with little experience. Trivially, operators manually check microservices selected randomly until the root cause microservice is found. After that, all the KPIs are checked one by one to diagnose the issue. Using it as a baseline, previous work [11] chooses different top-k accuracy AC@K to test this method under different limitations. Because PDiagnose is not a learning-to-rank-based approach, in our case, we add a hard limitation (i.e. 20% of all microservices and KPIs) as maximum retries on this method to simulate a reasonable time limit.

- **MicroRCA** MicroRCA [11] is a dependency graph-based diagnosis approach. It utilizes service-level and system-level metrics to build anomaly graph and then uses PageRank algorithm to infer the root cause on the generated graph. From AIOps Challenge datasets, it is not possible to obtain the necessary data for building the system-specific anomaly graph. So we use PC algorithm to generate the graph instead.

### B. Results

#### 1) The Effectiveness of PDiagnose: To answer RQ1, we run those selected algorithms and PDiagnose with two datasets. The results are recorded in Table V, averaging 10 rounds of experiments. Note that the parameters of MicroRCA and PDiagnose are optimized manually.

From the results, we can observe that PDiagnose outperforms the two baselines with an overall recall of 0.848. Specifically, on two datasets, our approach outperforms MicroRCA by 28.5% and 50% respectively. MicroRCA handles network issues (50 out of 99 issues) quite well and performs better than Random Selection overall, while it fails to correctly diagnose IO, Memory and DB issues. Meanwhile, PDiagnose can diagnose all types of issues with satisfying recall.

For AIOps Challenge 2020 dataset, both PDiagnose and MicroRCA performed well dealing with CPU and network-related issues. However, only PDiagnose managed to correctly localize the 12 database-related issues. After a manual analysis on these issues, we find that database-related issues are usually reflected in just a few indicators within the database microservice, while many microservices’ related indicators (e.g. CPU load) are affected. Dependency graph-based algorithms like MicroRCA leveraged causal mining algorithms to infer the relations among different indicators. Issues with larger scope will bring more vertexes in the dependency graph, and thereby result in worse accuracy. PDiagnose can better handle issues with large scope by the weighted voting mechanism, thus achieved better performance.

AIOps Challenge 2021 dataset contains more types of KPIs and root cause indicators, so all the three approaches got less satisfying recalls. Especially, the topological relationships among microservices and indicators are much more complicated, so MicroRCA performed poorly on this dataset (even worse than Random Selection), as a result of too many wrong causal edges. The anomaly KPI queue and voting mechanism leveraged by PDiagnose are application-agnostic, hence, the performance of PDiagnose was not affected significantly.

#### 2) The Efficiency of PDiagnose: The efficiency of an issue diagnosis approach is a vital factor. SREs expect lower average diagnosis duration so the impact on the microservices and the loss of business can be minimized. To answer RQ2, we count the average diagnosis latency (time between the

---

### TABLE III

**DATASET DETAILS**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Scenario</th>
<th>Microservices</th>
<th>Issues</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIOps Challenge 2020</td>
<td>wireless provider</td>
<td>61</td>
<td>81</td>
<td>14 days</td>
</tr>
<tr>
<td>AIOps Challenge 2021</td>
<td>commercial bank</td>
<td>35</td>
<td>19</td>
<td>2 days</td>
</tr>
</tbody>
</table>

### TABLE IV

**PARAMETER SETTINGS**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\alpha$</th>
<th>$T$</th>
<th>$K$</th>
<th>($w_1$, $w_2$, $w_3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIOps Challenge 2020</td>
<td>5</td>
<td>10</td>
<td>2</td>
<td>(0.5, 0.2, 0.3)</td>
</tr>
<tr>
<td>AIOps Challenge 2021</td>
<td>5</td>
<td>15</td>
<td>7</td>
<td>(0.7, 0.2, 0.1)</td>
</tr>
</tbody>
</table>

### TABLE V

**AVERAGED RECALL OF DIFFERENT ALGORITHMS**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2020</td>
<td>CPU (15)</td>
<td>0.235</td>
<td>1.000</td>
<td>0.260</td>
</tr>
<tr>
<td></td>
<td>Memory (9)</td>
<td>0.424</td>
<td>0.700</td>
<td>0.250</td>
</tr>
<tr>
<td></td>
<td>Network (50)</td>
<td>0.474</td>
<td>0.250</td>
<td>1.000</td>
</tr>
<tr>
<td>2021</td>
<td>IO (2)</td>
<td>0.269</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>Memory (8)</td>
<td>0.235</td>
<td>0.000</td>
<td>0.625</td>
</tr>
<tr>
<td></td>
<td>Network (14)</td>
<td>0.273</td>
<td>0.250</td>
<td>0.250</td>
</tr>
<tr>
<td></td>
<td>Total (18)</td>
<td>0.317</td>
<td>0.167</td>
<td>0.667</td>
</tr>
<tr>
<td>Overall (59 Issues)</td>
<td>0.359</td>
<td>0.325</td>
<td>0.848</td>
<td></td>
</tr>
</tbody>
</table>
occurrence of an issue and the localization of it) of PDiagnose on AIOps Challenge 2021 dataset. Results have shown that it takes PDiagnose 157 seconds in average to correctly diagnose an issue. For minutely collected KPI time series, this result indicates that PDiagnose can diagnose an issue after only 2.6 data collecting intervals. In contrast, MicroRCA [11] and FluxInfer [9] need 4 and 10.6 data collecting intervals to correctly diagnose an issue on average, respectively. This result shows the efficiency of PDiagnose is promising for microservices systems.

It is noteworthy that different approaches may have different data collecting intervals (5 seconds for FluxInfer, 0.25 seconds for MicroRCA), so it is not fair to directly compare the average diagnosis latency per issue of different approaches.

To further discuss the efficiency of different approaches, we can take a closer look at the complexity of building a dependency graph. As the most popular causal graph generation technique, PC algorithm is used by most of the existing works ([5]–[8], [12]). However, its worst case computational complexity is $O(p^2 f(T))$ [13], where $p$ is the dimensionality of variables (number of KPIs in our case), $q$ is the maximal size of the neighborhoods (number of related microservices in our case) and $f(T)$ is the complexity of conditional independence test between two series with length $T$ (depends on testing methods, often $O(T^2)$). As a microservices system grows, the exponential complexity of PC algorithm will soon be infeasible. For PDiagnose, as it consists only polynomial algorithms (The complexity of KDE is $O(T^3)$ [35], WMA has a complexity of $O(T)$ for series with length $T$, and issue identification step can be done with a maximum complexity of $O(pT)$), it has a polynomial complexity of $O(pT^3)$. In real world cases, $p$ and $q$ is proportional to the scale of microservices system, which can be very large (e.g. a system with 100 microservices and 100 metrics produces 10,000 series). The length of sliding window ($T$) is often smaller than $p$ and $q$ by a few orders of magnitude (shown in Table II and Table IV). Thus, PDiagnose is more efficient than graph-based approaches, especially for large-scale microservices systems.

VI. THREATS TO VALIDITY

In this section, we discuss the threats to validity in our study as follows.

- **Different Types of Performance Issues** PDiagnose utilizes KPIs, logs and traces to diagnose performance issues. Although most of performance issues can manifest themselves via those indicators, there are still some types of latent issues that do not affect the indicators at all. For example, improper job orchestrating strategy among different CPU cores may cause performance issues in colocation-based microservices. As there are currently few indicators standing for microarchitecture-related root causes, this type of issue cannot be diagnosed by methods like PDiagnose.

- **Datasets, Target Systems and Measurements** To obtain real-world data from large-scale microservices systems (often hosted by large commercial companies) is quite challenging. Therefore, we use two open source datasets collected from wireless providers and commercial banks in our study. Of course, these two datasets cannot cover all the potential target systems, and we will deploy PDiagnose on more real-world systems to reduce this threat. Moreover, to evaluate PDiagnose, we took classic recall and diagnosis duration as metrics instead of widely used $AC@K$. Introducing more comprehensive metrics will be helpful for more solid and thorough evaluation.

- **Baselines** Picking baselines to evaluate PDiagnose is not easy. Most existing works focus on a specific scenario, so comparing the effectiveness of PDiagnose with these methods in a fair manner is infeasible. For example, FluxInfer [9] focuses on performance issues of **online database systems**, while MicroCause [10] diagnoses a **single** microservice instead of a holistic microservices system. We only choose Random Selection and MicroRCA as baselines to evaluate PDiagnose’s effectiveness, because PDiagnose shares the most similar scenario with these two approaches. We believe more general-purpose issue diagnosis approaches will be proposed in the future, which will make the evaluation and comparison more useful and informative.

VII. CONCLUSION

We proposed PDiagnose, a performance issue diagnosis approach for microservices. Compared with existing approaches, by utilizing KPIs, logs and traces, PDiagnose can better understand the system’s behavior and thus get better results. Moreover, PDiagnose does not rely on the expensive dependency graph-building phase to localize root causes, so its efficiency is promising for microservices systems.

In the future, we will combine PDiagnose with better log and trace anomaly detection approaches to further improve its performance.
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